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ABSTRACT:  Some of the obstacles in the cultivation of maize that cause low productivity 

of maize yields are diseases and pests. Early detection of maize diseases and pests is expected 

to reduce farmer losses. A system for the early detection of diseases and pests can be created 

by classifying them based on digital images. This study aimed to classify maize diseases and 

pests using multinomial logistic regression. The model and testing resampling were based on 

the resampling technique of k-fold cross-validation. The research data was obtained from the 

RGB color feature extraction process for each object in each class of diseases and pests of 

corn. The results showed that the classification into seven classes using five folds had an 

accuracy rate of 99.85%, macro precision of 98.59%, and macro recall of 98.15%. 

KEYWORDS:  Classification, Multinomial Logistic Regression, and Repeated k-Fold Cross 

Validation.  

1. INTRODUCTION  

Maize is a food crop used as the primary raw material for industry and animal feed [1]. 

Diseases and pests are the causes of low maize yields and can even cause crop failure. If pests 

attack corn, it can result in a 70% loss of crop yields. Disease attacks on corn can cause yield 

losses of up to 90%, while pest attacks can experience crop losses of up to 70% [2]. 

Multinomial logistic regression is a statistical analysis method used to determine the 

relationship between one or more predictor variables and response variables with categorical 

data types and more than two categories [3]. Multinomial logistic regression can also be used 

for classification tasks in machine learning [4]. This method classifies the obtained probability-

based data from the model [5], and the application in several classification cases gives various 

performances. For example, the classification of Covid-19 patients provides accuracy and 

sensitivity of 98.2% and 98.8%, respectively [6]. Newborn weight classification also provides 

accuracy above 90% by 91.8% [7]. Classification of the difficulty level of learning statistics 

courses provides an accuracy of 76.5% [8]. The classification of the credit scoring of 

Portuguese financial institutions provides an accuracy of up to 89.79% [9]. 

In the last decade, the use of digital images for object classification has been prevalent 

because of its low cost [10], especially for diseases and pests of plants [11]–[16]. Classification 

of diseases and pests of maize based on digital images can be used to build an early detection 

system [17], [18]. This system helps reduce the opportunity for farmers to lose due to low 
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productivity or crop failure caused by diseases and pests [19], [20]. This study aimed to classify 

maize diseases and pests using multinomial logistic regression. The model and testing 

resampling were based on k-fold cross-validation. This technique is recommended because the 

classification performance obtained is more accurate since it produces multiple datasets so that 

the model's performance is calculated as the average of the 𝑘 datasets [5]. 

2. RESEARCH METHOD 

2.1. Data 

Digital images of the diseases and pests that affect corn plants serve as the study's data 

source. The digital images were collected between September and October 2021 using a 12-

megapixel smartphone camera located in corn plantations of the villages of Tanjung Pering, 

Tanjung Seteko, and Tanjung Baru, Ogan Ilir Regency of South Sumatra, Indonesia, where the 

captures took place. These areas are close to the University of Sriwijaya. The data of 4616 

digital images consisting of one class of NP (non-pathogen) at 23.2%, three classes of diseased 

at 42.89%, and three classes of pest-infested maize plants at 33.90% were distributed as a 

consequence of this inquiry. Three classes of diseases are LRD (leaf rust disease) at 29.96%, 

DWD (downy mildew disease) at 1.06%, and LBD (leaf blight disease) at e11.87%. Three 

classes of pests are LP (Locusta pests) at 2.34%, SFP (Spodoptera Frugiperda pest) at 28.96%, 

and HAP (Heliotis Armigera pest) at 2.6%. 

2.2. Methodology 

The steps of this research are given below: 

1. The preprocessing data. This stage consists of 2 processes, the first is to crop the image, 

and the second is to extract the red, green, and blue (RGB) color features. 

2. Split data randomly into k-fold for 𝑘 = 5, as shown in Fig. 1. 

 

 
Fig. 1. The 𝑘 -fold cross-validation resampling technique for 𝑘 = 5 

 

3. Modeling the first (𝑘 − 1)fold data using multinomial logistic regression 

4. Testing using 1-fold the remaining data 

5. Repeat the third and fourth steps for each other composition so that there are 𝑘 sets of 

models that must be evaluated. 

6. Determine the model performance, which is the average of the 𝑘 sets of models. The model 

performance is calculated based on the multiclass confusion matrix (Table 1), which 

consists of accuracy rate, macro precision, and macro recall. 
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Table 1: Confusion matrix for the first class of diseases and pests of the corn plant 

  Prediction Class 

 𝑗 LRD DWD LBD LP SFP HAP 

Actual 

class 

LRD TP FN FN FN FN FN 

DWD FP TN TN TN TN TN 

LBD FP TN TN TN TN TN 

LP FP TN TN TN TN TN 

SFP FP TN TN TN TN TN 

HAP FP TN TN TN TN TN 

source: Resti et al., 2022a 

 

For modeling using multinomial logistic regression, the parameter can be estimated using 

Maximum Likelihood Estimation and Newton-Raphson. The likelihood function obtained by 

observations that assumed each pair of observations to be independent, 

 

𝑙(𝛽) = ∏ 𝑓(𝑥𝑖)𝑛
𝑖=𝑛 = ∏ 𝜋1(𝑥𝑖)

𝑦1𝑖𝜋2(𝑥𝑖)
𝑦2𝑖  ⋯ 𝜋𝑗(𝑥𝑖)

𝑦𝑗𝑖𝑛
𝑖=1  (1) 

 

The concept of Maximum Likelihood Estimation (MLE) states the estimated value  that 

maximizes the likelihood function, which is the solution to the first derivative of the likelihood 

function, 

 

𝐿(𝛽) = ln[𝑙(𝛽)]  

𝐿(𝛽) = ∑ 𝑦1𝑖ln[𝜋1(𝑥𝑖)] + 𝑦2𝑖ln[𝜋2(𝑥𝑖)]𝑛
𝑖=1 + ⋯ + 𝑦𝑗𝑖ln[𝜋𝑗(𝑥𝑖)] (2) 

 
Furthermore, an explicit solution is obtained using the Newton-Raphson method of the second 

differential 𝐿(𝛽) to 𝛽, 

 

𝜕2𝐿(𝛽)

𝜕𝛽𝑗𝑘𝜕𝛽𝑗𝑘′
= ∑ 𝑥1𝑖𝑥2𝑖⋯𝑥𝑗𝑖𝜋1(𝑥𝑖)𝜋2(𝑥𝑖) ⋯𝑛

𝑖=1  𝜋𝑗(𝑥𝑖) (3) 

 

The statistics for simultaneous testing whether the independent variable as a whole has a 

significant effect on the dependent/target variable is written as, 

 

𝐺 = −2𝑙𝑛 [
𝑙0

𝑙𝑘
] (4) 

 

For 𝑙0  be the likelihood without an independent variable and 𝑙𝑘  be the likelihood with 

independent variables with 𝑘 = 1,2, … 𝑝. The null hypothesis is no independent variable that is 

statistically significant in influencing the dependent variable (𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 0), and the 

alternative is at least one independent variable that statistically significantly affects the 

dependent variable (at least one 𝛽𝑘 ≠ 0). Reject criteria for the null hypothesis when 𝐺 > 𝑋𝑎,𝑑𝑓
2 , 

where the degree of freedom (𝑑𝑏) is the number of independent variables. 

The Wald statistics for partial test whether the independent variable affects the dependent 

variable in individuals written as 
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𝑊𝑘 = (
𝛽̂  𝑘

 

𝑆𝐸(𝛽̂  𝑘
 )

)
2

 (5) 

 
For 𝛽̂  𝑘

 be the estimator of 𝛽𝑘 and 𝑆𝐸(𝛽̂  𝑘
 ) be the standard error of 𝛽̂  𝑘

  with 𝑘 = 1,2, … 𝑝. The 

null hypothesis is no independent variable that partially affects the dependent variable (𝛽𝑘 =
0), and the alternative is an independent variable that partially affects the dependent variable 

(𝛽𝑘 ≠ 0). The criteria for rejecting the null hypothesis 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  𝛼 , with 𝛼  being the 

significance level. 

The statistics for the goodness of fit test were given as follows, 

 

𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒 = −2 ∑ ∑ 𝑦𝑖𝑗𝑙𝑜𝑔
𝑦𝑖𝑗

𝜇̂𝑖𝑗

𝐽
𝑗=1

𝑛
𝑖=1  (6) 

 
For 𝜇̂𝑖𝑗 = 𝑛𝑖𝜋̂𝑖𝑗 and 𝐽 be the number of classes in the response variable. The null hypothesis is 

the appropriate model for use. The criterion for rejection of the null hypothesis  is 

𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒 > 𝜒(𝛼;(𝑛−𝑝)(𝑟−1))
2  or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  𝛼. 

 

3. RESULT AND DISCUSSION 

Image cropping focuses on the part of the leaves with diseases or pests. The example of 

the image result after cropping is presented in Fig. 2. 

 

  

(a) before (b) after 

Fig. 2. The image before and after cropping 

The mean of feature extraction of R, G, and B variables is given in Table 2. The HAP class 

has the highest mean value for the R feature, and LRD class has the lowest mean value 

compared to the other classes. For G and B features, respectively, the highest mean value 

belongs to the DWD and Healthy classes, while the lowest mean value belongs to the LRD 

class. 

Table 3 gives a simultaneous test to determine whether the independent variables have a 

significant simultaneous effect on the dependent variable. The 𝐺 value that is greater than the 

𝑋(0,05;18)
2  indicates that the null hypothesis is rejected. All of the image features affect the 

classes of maize diseases and pests. 
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Table 2: Mean of independent variables 

Class R G B 

NP 128.45 163.34 121.61 

LBD 119.13 125.56 93.11 

DWD 148.20 163.86 79.79 

LRD 97.99 105.00 77.80 

HAP 163.23 149.13 89.37 

SFP 120.57 150.02 64.53 

LP 139.75 152.90 96.21 

 

Table 3: Simultaneous test 

−𝟐𝒍𝒏 (𝒍𝟎) −𝟐𝒍𝒏 (𝒍𝒌) 𝑮 𝝌(𝟎.𝟎𝟓:𝟏𝟖)
𝟐  p-value 

11356.41 3531.49 7824.92 28,87 0.00 

 

Table 4: Goodness of fit test 

Deviance df p-value 

3531.49 22074 1.00 

 

Table 5: Parameter estimation 

Diseases & Pests Class  𝜷   SE(𝜷) Wald p-value exp(𝜷) 

NP 

(non patogen) 

Intercept -10.70 1.79 35.60 0.00  

R -0.82 0.04 388.18 0.00 0.44 

G 0.62 0.04 317.83 0.00 1.85 

B 0.23 0.01 285.78 0.00 1.26 

LBD 

(leaf blight disease) 

Intercept 18.25 1.53 141.88 0.00  

R 0.0 0.02 0.73 0.39 1.02 

G -0.18 0.02 96.94 0.00 0.83 

B 0.08 0.01 66.73 0.00 1.08 

DWD  

(downy mildew disease) 

Intercept -11.71 2.53 21.40 0.00  

R 0.06 0.02 6.78 0.01 1.06 

G 0.04 0.02 3.50 0.06 1.04 

B -0.04 0.02 24.00 0.00 0.96 

LRD 

(leaf rust disease) 

Intercept 26.53 1.58 282.71 0.00  

R -0.02 0.02 1.38 0.24 0.98 

G -0.24 0.02 147.30 0.00 0.79 

B 0.11 0.01 123.10 0.00 1.12 

HAP  

(Heliotis Armigera pest) 

Intercept 1.52 2.56 0.35 0.55  

R 0.19 0.02 77.74 0.00 1.21 

G -0.18 0.02 54.42 0.00 0.84 

B -0.04 0.01 8.39 0.00 0.96 

SFP 

(Spodoptera Frugiperda 

pest) 

Intercept 3.54 1.41 6.32 0.01  

R -0.23 0.02 148.34 0.00 0.80 

G 0.18 0.02 104.30 0.00 1.20 

B 0.02 .006 7.66 0.01 1.02 

 

The goodness of fit test using deviance, as presented in Table 4, informs that the null 

hypothesis cannot be rejected because the 𝑝-𝑣𝑎𝑙𝑢𝑒 is greater than the significance level. The 

model obtained is feasible to use with a 95% confidence level. 

The parameter estimation, including partial test and odds ratio, are presented in Table 5. 

We take the Locusta pest (LP) class as a reference for modeling in all data sets. The table 
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informs that if a digital image of the corn plant NP class has a pixel value of variable R that 

increases by one, the pixel value of the other variables remains constant. The digital image's 

relative risk (tendency) to be classified as NP class will decrease by 0.82 pixels. If the pixel 

value of the G variable in the NP class increases by one and the pixel values of the other 

variables remain constant, then the digital image's relative risk (tendency) to be classified as 

NP class will increase by 0.62 pixels. Likewise, the interpretation for the estimated parameters 

of variable B and the parameters that are significant in other diseases and pest classes. 

Table 6 indicates all of the images features in each class of maize disease and pest 

significantly affect the model except for the red feature in the LBD and the LRD classes and 

the blue feature in the DWD class. The odds ratio of 0.44 for the R variable in the NP class 

indicates that a digital image has a smaller tendency (0.44 times) to be classified into the NP 

class than the LP class based on the R variable. A digital image has a greater tendency (1.85 

times) to be classified. The NP class is compared to the LP class based on variable B. Likewise, 

the interpretation for the odds ratio for variable B and the odds ratio for variables that are 

significant in other diseases and pest classes. The best model for the first dataset composition 

of k-fold cross-validation is given in Table 6. 

 

Table 6: The best model of multinomial logistic regression 

Class (𝒋) 𝝅𝒋(𝒙) 

NP 
𝑒𝑥𝑝  (−10.7 − (0.82𝑥1) + (0.62𝑥2) + (0.23𝑥3))

1 + 𝑒𝑥𝑝  (−10.7 − (0.82𝑥1) + (0.62𝑥2) + (0.23𝑥3))
 

LBD 
𝑒𝑥𝑝( 18.25 − (0.18𝑥2) + (0.08𝑥3)  )

1 + 𝑒𝑥𝑝  (18.25 − (0.18𝑥2) + (0.08𝑥3) )
 

DWD 
𝑒𝑥𝑝  (−11.71 − (0.06𝑥1) − (0, .04𝑥3) )

1 + 𝑒𝑥𝑝  (−11.71 − (0.06𝑥1) − (0, .04𝑥3) )
 

LRD 
𝑒𝑥𝑝  (26.53 − (0.24𝑥2) + (0.11𝑥3))

1 + 𝑒𝑥𝑝  (26.53 − (0.24𝑥2) + (0.11𝑥3))
 

HAP 
𝑒𝑥𝑝  ((0.19𝑥1) − (0.18𝑥2) − (0.04𝑥3)) 

1 + 𝑒𝑥𝑝  ((0.19𝑥1) − (0.18𝑥2) − (0.04𝑥3)) 
 

SFP 
𝑒𝑥𝑝(3.54 − (0.23𝑥1) + (0.18𝑥2) + (0.02𝑥3) )

1 + 𝑒𝑥𝑝  (3.54 − (0.23𝑥1) + (0.18𝑥2) + (0.02𝑥3) )
 

 

The overall performance of the proposed classification model using multinomial logistic 

regression is the average performance of the 𝑘 sets of models for 𝑘 = 5. Ultimately presented 

in Table 7. 

Table 7: Overall performance of the multinomial logistic regression (percentage) 

Dataset  
Average 

Accuracy 
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧𝐌 𝐑𝐞𝐜𝐚𝐥𝐥𝐌 

1 99.75  97.93  94.73  
2 99.91  99.74  99.90  
3 99.83  99.06 98.18  
4 99.88  98.09  99.29  
5 99.89  98.15  98.65  

Average 𝟗𝟗. 𝟖𝟓 𝟗𝟖. 𝟓𝟗  𝟗𝟖. 𝟏𝟓  
Stdev 0.03 0.78 2.02 

The macro precision has the highest value fluctuation, followed by a macro recall and 

average accuracy successively. The fact that the values are different in each dataset is why the 
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measurements obtained using the repeated k-fold cross-validation resampling technique has a 

more accurate value. The overall performance of the multinomial logistic regression for 𝑘 = 5 

datasets shows that the proposed multinomial logistic regression model is quite good. The 

proposed model can correctly classify all digital images into each class of 99.85%. 

Furthermore, the proposed model can classify digital images in a class that is not a class by 

98.59% and classifies digital images that are correct in each class by 98.15%. 

4. CONCLUSION 

Diseases and pests are barriers to maize production that result in low productivity of maize 

crops. Reduced farmer losses are anticipated with the early diagnosis of maize diseases and 

pests. An early detection system of diseases and pests can be developed based on classification 

types based on digital images. The extraction of RGB color features from each object in each 

class of maize diseases and pests was used to gather the research data. The implementation of 

multinomial logistic regression based on the resampling technique of k-fold cross-validation 

obtained the results that the proposed model has a 99.85% accuracy rate for correctly 

classifying all digital images into each class. The proposed model also correctly classifies 

digital images in a class that is not a class by 98.59% and can correctly classify digital images 

in a class by 98.15%. 
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